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1.0  Executive Summary 
2.0  Introduction

Natural systems including fish, wildlife and habitat
 are complex, interrelated, and ever-changing.  Data and information about natural systems are also complex, used and shared by many, and new data are constantly generated. This underscores the need for a coordinated data management strategy both within the Program and, more broadly, among all entities in the region dealing with these natural systems.   

The data management needs and challenges faced by the Northwest Power and Conservation Council (Council) and Bonneville Power Administration (BPA) in planning and implementing the Fish and Wildlife Program are often the same problems facing other resource management agencies with data-dependent decision making responsibilities. Therefore, we can look across many different types of data management efforts to find workable solutions.

Resource managers and scientists understand that consistent use of data standards and protocols help refine the quality of data being collected, enhance its usability, as well as clarify its purpose. These practices also extend the useful life of the data collected well into the future. Most data are collected to support specific decision making processes.  However, for the Council’s Fish and Wildlife Program, data are used from a wide variety of sources to support regional decision making by a wide array of decision makers.  Without shared standards and protocols, resource managers have disparate data sets with fragmented information upon which to answer increasingly more complex questions at multiple geographic scales (e.g., site, watershed, sub-basin and basin, regional, state, national, and international levels). 

The need for information for the Fish and Wildlife Program goes well beyond the responsibility of individual data collectors.  Therefore, a coordinated data management strategy that addresses field data collection and storage and a design of regional data structures that are capable of moving information up the scale, from collection to reporting, to inform decision making is a critical need. In building a coordinated data management strategy, we will help build a common understanding among the multitudes responsible for management of the Columbia Basin’s fish, wildlife and their habitats. While focusing on Basin issues, this strategy is also intended to be extendable to the Pacific Northwest region.

In a review of the Council’s Fish and Wildlife Program, the Independent Scientific Review Panel (ISRP) has consistently recommended standardized approaches that also allow for the integration of fish, wildlife and habitat goals and information
,
.  The Council, working with NOAA-Fisheries, conducted a detailed study of information needs for the Fish and Wildlife Program which outlined necessary steps to improve information management
. The ISRP also recommended that the fish and wildlife elements be fully integrated in the development of Subbasin Plans when they emphasized “coordination, subbasin-scale planning that integrates habitat, wildlife, fish goals, and that incorporates explicit consideration of ecological relationships, including linkages amongst multiple populations of fish, wildlife and their habitat”
. Lastly, the StreamNet project reviewed the fish and wildlife data management programs
, and recommended increased support for information management systems along with developing more efficient information management tools. The ISRP also provided their recommendations on increasing the ability to find, share and use the subject data collected by Fish and Wildlife Program funded projects, focusing on metadata and access.  “It is critical that metadata (the methods by which the data were collected) be archived in a database structure that maintains the association between primary data and their pertinent metadata.  Monitoring data are intended to have a long shelf life (e.g., 50-100 years) and, if the methods are not available, the usefulness of monitoring data is severely limited.  We have recommended adoption of a policy requiring that the reporting requirements for projects funded by the program include requirements for delivery of primary data, and their associated metadata, in a standard machine-readable format, within a specified period of time. Compliance with this policy should be a condition for continued funding.  The Council has been supportive of this policy.”5
On April 4, 2006 the Council released its vision of a regional Data Center to fill many of the information needs identified by the ISRP and others. The Council vision characterized data needs as follows and called for collaborative efforts to meet them.
Data Standards – including standards both for the way in which data are collected and the way in which data are managed, stored and accessed.
Data Integrity – the need for reliable and high-quality data. This would be provided by the reviewing QA/QC procedures used by resource managers and promoting the use of common practices
Internet Access – Both data access and use needs were identified in this category. Easy-to-use web interfaces to meet the needs of stakeholders, technical experts, and policy leaders would provide user-friendly functionality. Second a suite of analytic and display tools are needed to combine data from different sources, synthesize and summarize them, and display them in understandable formats. These tools would be one method of transforming primary data into usable information.
Data Gaps – Based upon user needs, information gaps would be identified and plans developed to fill those gaps, either through the collection of additional primary data or by constructing additional data interpretation tools.
The history of information system development in the Pacific Northwest region is, for the most part, ad-hoc. Typically, as different agencies, institutions or projects needed to manage information they mostly went about it independently, creating for example, their own databases, collection methods and reports. While there have been some efforts at consolidation or standardization they have not succeeded or been sustained across the basin as a whole.  These individual information systems are called disparate systems because they often don’t share the same operating system or language, don’t collect data of uniform quality or description and usually cannot “talk” directly to each other.

Over the last 15 years the Internet, geographical information systems, geographical positioning systems and advances in database technology have created better technologies to knit information from these disparate databases into common systems. Today’s challenge is to evolve existing systems and processes in a coordinated manner to make better use of these new capabilities

Many agencies and organizations legal responsibilities require decision making based on good science and in many other areas our work depends on environmental data that is: verifiable, highly defined, of high quality, accessible via internet technologies and is based on consistent or comparable methodologies and standards. Many of these needs are not being adequately met.  The Northwest Environmental Data Network (NED) is working cooperatively on actions and joint activities to improve the collection, management and sharing of environmental data and information in the Pacific Northwest region. For example NED goals include supporting and coordinating production of a regional data dictionary, the common use of query tools to metadata, development of a regional information Portal tied to the national system, and the development of a data networking and maintenance plan. NED is interested in supporting or helping to develop agreements, standards and protocols and the technology necessary to improve data sharing and discovery across multiple regional partners, and in identifying and promoting administrative, organizational and funding arrangements needed to support regional data management. NED does not intend to be a provider or a manager of data. 

The region has three general options for future data management decisions – status quo, a classical systems analysis approach, or a segmented approach. The features of each can be summarized as follows (adapted from the CIOC report).

· Status quo – Represents business as usual resulting in continued failure to share information and cope with the rapidly changing environment. This approach would result in business rework, decreased productivity, and lost and missed opportunities. This is the default strategy if programs are not implemented for new ways of managing information.

· Conventional approach – Requires a substantial initial investment in time and dollars. First, a framework must be developed that shows how to prepare an architecture description. Second, the current baseline must be described. Finally, a target architecture must be described. Only after these activities are completed, implementing needed architecture changes through design, development, and acquisition of systems can begin. Although this approach appears to be sound, it may result in "paralysis by analysis," because of the complexity of the effort.

· Segmented approach – Promotes the incremental development of architecture segments within a structured enterprise architecture framework. This approach focuses on major business areas (e.g., grants or common financial systems) and is more likely to succeed because the effort is limited to common functions or specific enterprises.

The region is already moving with a segmented approach, but these efforts need policy support for continued development and implementation.  The purpose of this data management strategy is to unite these efforts in a common framework to improve information sharing needed for regional scale decision making.

With effort, organization and the adoption of information system standards and protocols it is possible to create information systems that can “connect the dots” across disparate systems from the local level all the way to the national level. The potential of connected systems to inform and improve regional decision making and outreach is very high for subbasin plans, project planning, salmonid recovery, scientific monitoring, water allocation and power generation and many other purposes.  NED and CBFWA have created a Fish and Wildlife Program workgroup to attempt to connect the dots for Columbia River fish, wildlife and habitat data to support the Fish and Wildlife Program.  The workgroup has adapted the Federal Enterprise Architecture Framework (FEA-Framework)
 as an approach for improving practices in the design, modernization, use, sharing, and coordination of information resources in the context of the Council’s Fish and Wildlife Program.

The Strategy for Managing Fish, Wildlife and Habitat Data for the Columbia River Basin’s Fish and Wildlife Program is a subset of data and information needs of interest to the Northwest Environmental Data network (NED), Pacific Northwest Aquatic Monitoring Partnership (PNAMP), NOAA Fisheries recovery planning, and other coordination and information collection and analysis efforts that are scoped both at a broader regional scale than the Columbia River Basin (CRB) and at finer resolutions. There are other important regional processes where the types of data needs are similar to, and overlap with the Columbia River Basin.  For example, the States of Washington and Oregon and their Federal and Tribal Partners have wildlife and watershed management programs (e.g., salmonid recovery efforts) in areas outside of the CRB.  A preferred solution for the CRB would involve efforts to support broader state, regional or even in some cases national and international needs for consistency in data collection and reporting.

The purpose of this strategy is to offer an approach to meet the often-expressed need for easier access to important information to inform natural resource management decisions and practices. To do that we must first understand the basic information management approaches presently used by the various agencies and the challenges existing to more open information sharing. A second requirement is that, as existing systems evolve, we have a common framework and terminology for coordinating and implementing changes. We propose adapting the Federal Enterprise Architecture Framework as a useful model for achieving the needed level of coordination. Finally, we offer short-term recommendations to address the most pressing information sharing bottlenecks within the Fish and Wildlife Program that support needs within the greater Pacific Northwest Region.

3.0  Regional Information Needs

Regional decisions concerning fish and wildlife resources should be based upon sound scientific principles and biological objectives. At the same time, these decisions often affect multiple stakeholder groups, concerned about not only the target natural resource issue at hand, but also about the secondary effects of decisions on other natural resources, on local economies, and on personal life styles. For instance, during the last round of subbasin planning for the Fish and Wildlife Program, local groups were asked to evaluate the biological status and limiting factors for numerous fish and wildlife focal species and develop restoration plans that accounted for anticipated changes in human population, climate change, and local economies. These issues are complex, multidisciplinary in nature, and cross political and bureaucratic boundaries.

The information needed to inform these decisions is equally complex, multidisciplinary, and inter-jurisdictional. A brief review of the information needed to support regional discussions and decisions is needed before we can evaluate present information management practices relative to regional needs.

Currently, there are three major activities around which regional data needs can be organized. They are 1) implementing the NPCC Fish and Wildlife Program, in particular through development and implementation of subbasin plans; 2) adoption and implementation of recovery plans for those focal populations listed under the Endangered Species Act; and 3) the restoration actions and monitoring and evaluation required under the Federal Columbia River Power System (FCRPS) Biological Opinion. The Status of the Resource Report (SOTR) and web site initiated by the Columbia Basin Fish and Wildlife Authority (CBFWA) is one method of organizing and tracking changes in the status of populations and their habitats over time.

For purposes of this report, regional data sharing needs are described relative to the data type, the level of detail, and the needed functionality of the system. 

3.1 Data content areas

The data needed to inform natural resource decisions comes from three broad areas: the individual populations of the various focal species, the habitats and habitat conditions to which the populations respond, and the impacts which human society has on those populations and habitats, both positive and negative. By effecting changes in habitat conditions, society can affect the performance of the fish and wildlife populations to realize expressed biological objectives.

3.1.1 Populations

In addressing ESA listings of anadromous fish species in the Pacific Northwest region, NOAA technical recovery teams (NOAA-TRT) have determined that individual populations are the primary scale of reporting for tracking the health of the species.  In the development of the Status of the Resource Report (SOTR), the members of CBFWA have agreed that this scale could generally work for resident fish with some exceptions.  Metrics are needed that describe changes in focal fish and wildlife populations over time. For anadromous fish there is largely consensus that the NOAA-TRT attributes describing Viable Salmonid Populations are the appropriate population-level metrics (abundance, productivity, diversity, and spatial structure). Similar metrics or indices are probably appropriate for resident fish and wildlife populations as well, but consensus has not been reached on specific metrics.

Measures of abundance and productivity (survival) are needed for seven life stages for anadromous populations (prespawning, spawning and incubation, freshwater growth, smolting, ocean entry, ocean growth, upstream migration) to inform decisions at the various spatial scales involved in the Fish and Wildlife Program. These life stage data can be used to evaluate critical limiting factors and can be aggregated over the entire life cycle as well.

3.1.2 Habitats

Habitat conditions should be described at the same spatial scales as the focal species life histories, to allow evaluation of life stage biological performance as habitat conditions change. A set of “higher level” habitat metrics is being developed to evaluate overall watershed health and to characterize changes in habitat conditions over time. In large part, these metrics are derived from direct observations of finer-scale habitat conditions.

3.1.3 Human activities

Human uses of land and water change natural conditions which in turn cause changes in focal species, performance. Restoration of habitat conditions back toward natural conditions is a major strategy for restoring many salmon populations. We need to know, therefore, the extent and type of these habitat restoration projects as well as changes in the broader scale patterns of habitat use, within which habitat restoration is occurring.

3.2 Levels of detail

Another way to characterize the data and information needs in the Columbia River Basin is according to the level of analysis or spatial extent involved. Regional information sharing needs are broader than just raw data as collected by field projects. Equally important is the sharing of the information created from raw data. This information ranges from data derived from raw data (e.g. survival and productivity rates, summary statistics, etc.), through targeted analyses and planning assessments (e.g. hydrosystem survival, watershed assessment, hatchery reform plans, etc.) to high level syntheses and integration (e.g. potential impacts of global warming, effects of production hatcheries on natural production, etc.). The center of Figure 1 demonstrates the Monitoring Information Pyramid developed by PNAMP.  Most management decisions and communication are based upon this derived and interpreted data and information.
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Figure 1. Types of information required for natural resource management in the Columbia Basin.

3.2.1 Observational (primary or raw) data

Data are created at specific temporal and spatial locations by directly observing nature. Spawning ground counts, daily fish passage counts past dams, stream temperature, smolt trap catch numbers are examples of these types of data. These data are typically managed and used at the local level, often as spreadsheets or single databases. Data management practices at this level vary widely. 

Often these data reside on single computers and are not captured into larger-scale databases. The inconsistencies in local data management practices and the disconnection between local data sets and regionally-accessible databases is the single biggest hurdle to effective regional data sharing. 

3.2.2 Summary and derived data

Most management decisions are based upon metrics calculated from observational data. Fishing openings and closures are often based upon an estimate of run size, a desired level of spawners  and the proportion of the allowable catch caught to date, not directly on dam counts or landings, for instance. Survival and productivity estimates are calculated from estimates of abundance at successive life stages. Reports at the provincial or ESU level are often expressed as the percentage of all populations in an area that meet certain performance levels.

Unlike observational data, these derived metrics are presented in reports, figures, and tables more often than they are incorporated into databases and maintained over time. Especially if the derived metrics are created by an interagency team of some sort, these data tend to be lost over time when the team or project is discontinued.  Managing these orphan data sets is a second critical gap in regional information management.
3.2.3 Synthesized data and information

At the upper levels of the information pyramid (Figure 1), data are integrated, synthesized, and interpreted to address broad policy questions (e.g. potential impacts of global warming, effects of production hatcheries on natural production, progress toward delisting populations under the ESA etc.). The information at this level is most often distributed in various reports and publications, often in hardcopy format. This information is best captured, maintained and shared using sound library practices rather than as databases.

3.3 Functional characteristics

Reports on regional information sharing problems consistently cite problems in the areas of data collection, data sharing, and data usage (SAIC, ISRP, ISAB, NPPC). This section briefly describes features that, if regionally implemented by the natural resource management agencies, would address the most frequently cited information problems. We believe this can be done economically, without requiring wholesale changes to existing information management approaches (see Section 4, below).  

Could we insert the latest brief by Bruce on implementing change within the state agencies?  Either here or in Section 4)

3.3.1 Data collection

Consistent application of a few core practices at the data collection stage would largely eliminate criticism that similar data are collected inconsistently and is of varying quality across areas within the Columbia River Basin and across agencies. Development and implementation of the following practices would alleviate these problems.

· Identify core data elements – Standards are not needed for all data collected by resource managers. The first step is to identify those data elements that are used to create regionally-meaningful information at the higher levels of the data pyramid (Figure 1). These data elements are used to create broader scale measures of resource status and trends and track progress toward delisting and restoration goals and objectives. Much of this work has already been accomplished by the NOAA-TRTs, PNAMP, and CBFWA.

For fish anadromous fish populations, the VSP parameters provide a good first approximation of the types of data that should be standardized. Analogous metrics are likely appropriate for resident fish and wildlife populations.

For habitat conditions, an initial list of core data elements can be derived from the High Level Watershed Indicators reports of PNAMP (2007, in draft) and the NPCC (2007, in draft).  These data elements should facilitate the tracking of status and trends of the limiting factors for achieving biological objectives for focal populations.

For human activities, the most important data elements should describe land use practices, the level of development and actions undertaken to preserve or restore habitat quality (e.g. PISCES, PCSRF, OWEB, SRF-Board, etc.).  These data elements should facilitate the tracking of status and trends of the threats that cause the limiting factors for focal populations.

The following actions are necessary for moving data management within the Fish and Wildlife Program and the Pacific Northwest region forward:

· Develop a common data dictionary for the core data elements – A common data language will avoid misunderstanding and confusion and reduce errors when data sets are rolled up to larger spatial or temporal scales. The NOAA-TRTs and PNAMP have contributed toward this end for many of the data elements likely to be included in a core data set. Further work is needed, however, and care must be taken to develop appropriate “translations” between legacy definitions and a new standard core set of definitions.

· Describe and adopt a set of data collection protocols – The way observations are made and data are collected is equally important to improve data comparability and quality at larger spatial scales. Two notable developments have moved the region closer to more standardized data collection protocols. First, the EPA EMAP statistical sampling framework has gained acceptance among agencies as a robust and statistically defensible method for taking samples of some types of data. Second, the PNAMP is working toward developing recommended field protocols for many aquatic monitoring practices. Physical, logistical, and financial constraints will probably preclude complete standardization of methods, but much progress is being made and past criticisms will be greatly reduced as this effort proceeds. As with a common core data dictionary, care will have to be taken to maintain the integrity and usefulness of legacy data collected using various collection protocols.

· Use a core set of data QA/QC practices – Well understood data quality is crucial to their use and interpretation, especially as data are shared beyond the original data owner. The NED is working to develop a recommended set of sound QA/QC practices. As these are adopted and implemented problems and confusion about data will be substantially reduced. Portions of these practices can be automated in data entry and reporting programs, requiring little additional effort. 

· Timely reporting – The timely capture and reporting of data is possibly the largest hurdle to improving regional data sharing. There are many reasons contributing to this problem, but continually improving digital technology provides opportunities to improve data handling at the local level without imposing unreasonable burdens on field staffs.

· Develop procedures to capture regional derived and orphan data sets – As described above, these data can be critically important to developing regional and other inter-jurisdictional management decisions, but they are often at high risk of being lost over time. Procedures must be developed to identify these data and assure its integration and long-term safekeeping. Because these data sets are often developed according to ad hoc and irregular schedules, management methods should be flexible and able to respond to unanticipated situations. A budget placeholder would be one appropriate way to provide needed flexibility.

3.3.2 Data sharing and management

A regional information management system should include all or most of the relevant publicly-funded data collected, should make that data and information easily discoverable and available quickly through the Internet.

3.3.3 Data usage

The biologists, researchers and other scientists who collect and use the available data directly are competent in its use and interpretation. However, data usage would be much improved if the following three problems could be overcome.

· Create reports and tools to synthesize and better understand data and communicate this information to stakeholders and policy makers. The SOTR Report has made substantial progress in summarizing and communicating data, but other reports and tools will be needed to address other issues.

· Provide better data support to regional and inter-agency efforts (e.g. subbasin planning, hatchery reform, etc.). 

· Identify data gaps and develop strategies to address them.

CBFWA, as author of the SOTR Report, could take the lead to develop ideas to improve data usage.

4.0  Present Information Management Approaches

Most of the observational data relevant to the Fish and Wildlife Program comes from sources not funded under that program (Figure 2). Forty-seven percent of the data relevant to the Fish and Wildlife Program is funded directly or in part from the Program. Looking toward the future, this percentage is likely to drop dramatically as more information on climate change, human population growth, and economics are incorporated into Fish and Wildlife Program assessments. These and other additional data sources (e.g. LIDAR) will create a much larger data management (and analysis and interpretation) burden on the Program and its participants, which will almost certainly require additional cost sharing approaches to implement.  The difficulty for the Fish and Wildlife Program is that much of the data necessary for planning and evaluating implementation is not funded through the Program.  Therefore the Fish and Wildlife Program relies heavily on contributed data from sources that may not have a regional interest in use of their data.
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Figure 2.  Funding sources for Focal Species Data in All Provinces (2005 Status of Fish and Wildlife Resources in the Columbia River Basin – Summary Report, November 2006).
4.1 Characteristics of existing data management approaches

4.1.1 Agency-funded data collection

Present information management procedures have evolved over decades to meet specific agency mandates or needs. There are few agency-wide procedures, partly because these were originally costly and difficult to implement, and they tended to focus on functions that involved the public directly and economically (e.g. fishing and hunting licenses, commercial catch reporting) or that legislative bodies examined during the appropriations cycle (e.g. hatchery programs). 

Most other data were handled in a decentralized manner by regional offices and individual projects. Standard methods of data collection, quality control, management, and sharing depended upon local skills, experience, and need. Changes and adoption of new technology depended more upon peer-to-peer contacts and discussion than upon agency-wide decisions.

Even though these data may be useful to regional processes, these uses are not part of the routine agency operations and priorities. Consequently, there has been little incentive for local biologists and managers to undertake the extra work of changing data management procedures to accommodate regional needs.

4.1.2 Data collected in whole or in part with FWP funding

Nearly half of the observational data collected today is funded, at least in part, under the Fish and Wildlife Program (Figure 2). There has been little guidance to these projects on how they should handle and share these data, other than general statements asking data be reported electronically to a regional repository. Some of the data do make their way into regional databases like DART or StreamNet, but most of it is “reported” electronically in project reports (usually as MS Word or Adobe Acrobat files) maintained by BPA and/or the StreamNet Library.

The NED is working with BPA to develop draft data management guidelines that can be referenced in BPA project contract language. 

4.2 Present regional data management efforts

The recent completion of the Council’s subbasin planning effort highlighted the need for consistency and uniformity in fish, wildlife, and habitat data management for use in monitoring and evaluation at the Columbia River Basin scale.  Several independent efforts to accumulate information from the subbasin assessments have been incorporated into coordinated efforts to develop standardized protocols for collection and management of data for larger regional efforts. Although the subbasin plans were useful for planning purposes at the local subbasin scale, they do not guide basin-wide decision making (budget allocation and species prioritization) or provide opportunities for the “roll-up” of population specific information (comprehensive benefits).  In addition there are frequent reports, for example by StreamNet, of challenges inherent in more consistent use of standards and protocols by states, tribes, and others. 

Projects currently exist in the Columbia River Basin, funded by BPA, which provide data collection, data management, and information dissemination services.  These projects address the data management issue in two perspectives from a fish and wildlife status, trends, and goals standpoint.  First, a series of projects have been recently initiated to provide guidance and develop protocols for data collection to support broader monitoring and evaluation efforts within the Columbia River basin and across the Pacific Northwest.  These projects were initiated, partially, in response to reviews by the Independent Science Review Panel (ISRP) and the NPCC’s 2000 Fish and Wildlife Program and the 2003 Mainstem Amendment.  The BPA is currently funding portions of four projects that are well coordinated and addressing the issue of common data collection and data sharing protocols (PNAMP, CSMEP, NED, and ISEMP).  A second group of projects, funded by BPA, focus on collecting and accumulating fish and wildlife monitoring data.   These projects range from on-the-ground data collection projects, to data management projects, up to basinwide reporting efforts (StreamNet, FPC, IBIS, etc.).  

The Council’s draft monitoring and evaluation plan was guided by draft high level indicators developed by the Pacific Northwest Aquatic Monitoring Partnership (PNAMP), and identified key management questions that regional reporting should begin to address in the future.  These key management questions should be used to guide future project selection processes to ensure that BPA funded fish and wildlife monitoring is coordinated and targeted on key data for regional reporting.  

Existing Monitoring and Evaluation Protocols/Guidance Projects

Pacific Northwest Aquatic Monitoring Partnership (PNAMP) 

· Formal organization that includes a Charter signed by 19 state, federal, tribal and regional entities in 2004  

· Drafted "Considerations for Monitoring in Sub-basin Plans" for the Fish and Wildlife Program and completed a strategic plan (PNAMP Strategy for Coordinating Monitoring of Aquatic Environments in the Pacific Northwest) in 2005  

· Implement monitoring protocol comparison projects and served as forum for coordination of monitoring across programs 

· Currently conducting aquatic monitoring inventories with BPA funding in Columbia River subbasins

· Will continue to facilitate discussions among technical experts and between scientists, managers, and liaison groups for the collective evaluation and interpretation of current and new knowledge regarding issues in need of management or research attention to insure data standards and integrity among and between various monitoring programs.  CSMEP is implementing the Columbia River Basin portion of the fish monitoring strategy for PNAMP

Collaborative Systemwide Monitoring and Evaluation Project (CSMEP) 

· Conducted metadata inventories and identified strengths and weaknesses of fish population data for 13 Columbia River subbasins by working collaboratively with StreamNet and has developed a web accessible database for these data (this effort continues in additional subbasins) 

· Developed preliminary monitoring and evaluation study designs for status and trends of fish populations and effectiveness of habitat, harvest, hydro and hatchery actions currently being implemented in the Salmon River Pilot Project

· CSMEP plans to continue to collaboratively design improved monitoring and evaluation study designs that will fill information gaps and provide better answers to key management questions in the future through multi-agency collaboration and pilot testing of study designs  

Northwest Environmental Data Network (NED) 

NED is a state, federal, tribal and non-profit consortium of 13 entities with an interest and commitment to developing plans and agreements and where necessary promoting technologies needed to improve the quality, quantity and timeliness of data for monitoring and other environmental programs.  Development of standards for reporting and exchanging information is a part of the NED mission. The NED has initiated its web portal to disseminate metadata describing and locating monitoring data sets, completed a set of Best Practices for Reporting Location and Time Related Data, developed a solution for collecting disparate subbasin planning data and successfully completed a second workshop which helped bring various groups together to discuss how to share data once it is acquired.  The CBFWA Status of the Resource Project intends to work closely with NED to establish web access protocols for the data used to generate annual reports.

Integrated Status and Effectiveness Monitoring Program (ISEMP) 

This project is an ongoing collaborative effort to design, test, implement and evaluate status and trends monitoring for salmon and steelhead populations and their habitat, and watershed-scale effectiveness monitoring for management actions affecting salmon and steelhead populations and habitat, in the interior Columbia River Basin.  ISEMP takes a pilot-project approach to the research and development of monitoring by implementing experimental programs in several major subbasins of the interior Columbia: the Wenatchee, Entiat, John Day, South Fork Salmon and Lemhi River basins.  The overall goal of the project is to provide regional salmon management agencies with the data, information and tools necessary to design efficient and effective monitoring programs.  

The PNAMP, ISEMP and CSMEP projects address issues related to what data are needed, how they should be collected, and what data gaps exist that should be filled by additional sampling programs - key aspects that are most appropriate for biologic specialists.  Members of these projects are also well positioned to work with data management specialists to develop and agree on data definitions and formats across the region.  The NED project, with collaboration from data collection and reporting projects, helps facilitate the efficient transfer of data between regional programs.

Existing Monitoring and Evaluation Reporting Projects


StreamNet   

StreamNet is a data development and dissemination project that provides data related services to the Fish and Wildlife Program and the region's fish and wildlife agencies. StreamNet exists specifically to facilitate transfer of data from multiple agencies for regional use in research, monitoring, management, public education, policy and decision-making. Data are obtained from field agencies and BPA funded projects. The primary data sets are standardized to a consistent format across agencies, quality assessed, and geo-referenced. The data are made available publicly through an on-line data query system and through interactive map interfaces, accessible through the internet and metadata will be available through the NED portal. This makes data available from many agencies that are not able to make data available via the web themselves.   The project has also developed an online searchable archive capable of housing data from a wide variety of sources, including BPA funded projects, and making them available over the internet.  StreamNet provides indirect support to a variety of management, restoration and monitoring efforts that are designed to protect, enhance, and restore fish populations, and is an active participant in both PNAMP and NED.  StreamNet performs the task of posting monitoring data from the management agencies on the internet in regionally consistent format, a function the agencies are currently not structured or tasked to do.  Posting data on the internet is a prerequisite for the data to be available through any anticipated distributed database system or portal.

Habitat and Biodiversity Information System For Columbia River Basin (IBIS)

This project operates and maintains an internet website to 1) disseminate habitat and biodiversity information for eco-provinces and subbasins, and 2) create performance tools to support subbasin and basinwide decision making.  Northwest Habitat Institute staff also attends meetings (including PNAMP and NED), makes presentations, develops and hands out professional material, as well as writes peer reviewed publications about the information and tools developed for this project.  This project addresses the wildlife portion of basinwide data needs.

Fish Passage Center Functions

The Fish Passage Center functions continue to be needed, now and into the future.  The monitoring and data management functions consist of mainstem fish passage data collection, data management, and internet accessibility.  The project also collects and stores data for the Smolt Monitoring Program and the Gas Bubble Trauma project and other historical data sets including resident fish data.  The data is available via the internet.  
Data Access in Real Time (DART)

The project provides single-point, internet-based access to a subset of Columbia Basin mainstem information to guide and support BPA's independent decisions pertaining to its responsibilities under the Power Act and Endangered Species Act, as well as tools for data analysis.  DART is a second tier data management project that acquires data from other data projects for display and analysis through its online tools.

PIT Tag Information System (PITAGIS)

PTAGIS is the central repository for all PIT tag information for the Fish and Wildlife Program. This information is available to all entities through the internet. The PTAGIS project provides computer software that facilitates the standard data collection of mark, release and recovery information for PIT tagged fish. The Columbia Basin PIT Tag Steering Committee establishes the data collection standards and methods employed by the PTAGIS project.

Regional Mark Information System (RMIS)

The Pacific States Marine Fisheries Commission hosts the Regional Mark Processing Center (RMPC).  This office maintains the on-line Regional Mark Information System (RMIS) to facilitate exchange of CWT data among release agencies, sampling & recovery agencies, and other data users. The RMPC also serves as the U.S. site for exchanging U.S. CWT data with Canada for Pacific Salmon Treaty purposes. Canada houses a second complete copy of Pacific Coast wide CWT data sets.   The CWT database houses information relating to the release, sample, and recovery of coded wire tagged salmonids throughout the Pacific region.  These data flow to the RMPC in the form of files sent by electronic transfer, and must meet stringent validation criteria for inclusion in the permanent database.   
Status of the Resource Project – CBFWA

The CBFWA Status of the Resource Project is an interactive web based interface to fish and wildlife status, trends, and goals data, and it addresses specific responsibilities of data coordination such as identifying data gaps, coordinating data reporting, and making data available via the internet.  The state, Tribal, and federal fish and wildlife managers will, through CBFWA, be responsible for ensuring that the important data are available, reliable and adequately documented.  The project will develop, produce, and distribute an annual resource status and trends report of focal species (fish and wildlife) relative to biological objectives in subbasin plans. In addition, the project will develop (i.e., summarize existing data and analyses from existing reports and personal interviews), produce, and distribute a project implementation report that tracks and assesses the implementation and success of fish and wildlife projects funded through Fish and Wildlife Program.  The primary responsibility that CBFWA brings to the data management realm is the commitment by its Members to assist in developing a regional level report of fish and wildlife data in a consistent and transparent manner through a web site and annual report.  A significant portion of the fish and wildlife status and trends data necessary to provide a comprehensive data package for the basin is not funded through BPA but is the responsibility of the Tribes, and state and federal fish and wildlife management entities.  The Status of the Resource website may provide the value added feature of accessing data from projects and processes outside of the Fish and Wildlife Program if managers find this to be a useful tool.

PISCES - BPA

Pisces is a software tool for managing BPA's Fish and Wildlife Program project contracting. BPA created Pisces to help manage fish and wildlife projects throughout the Columbia River Basin. Pisces provides a collaborative environment, where Contractors and BPA project managers can create and manage Statements of Work based on work elements.  Program partners will be able to access reports on all aspects of the program's activity.  Pisces is a web-enabled software tool. 

Using data protocols developed by the Collaborative Systemwide Monitoring and Evaluation Project (CSMEP) and the Pacific Northwest Aquatic Monitoring Partnership (PNAMP), data collection projects will be asked to collect data that is consistent with regional needs. The BPA will be asked to enforce, through project contracting, the implementation of regionally developed data collection and reporting protocols.  The data management projects should then be provided clear guidance on which data are most important to have in a uniform format, and tasked to work with NED to insure that data are accessible and available.  These requirements should be met and maintained to feed into the regional reporting required to support the CBFWA Status of the Resource Project and other regional data portals available on the web.  

Projects should focus on development, quality assurance, and maintenance of priority data bases and insure that data continues to be readily accessible via the internet.  We support the recommendations from the recent ISRP review that called for clear direction to StreamNet on their data management activities.  There is a particular interest in improving both the quality and timeliness of data from StreamNet.  The NPCC should also urge BPA to require all fish and wildlife monitoring projects to make their data accessible electronically through the internet, StreamNet or other web based portals.  Metadata should be available from all BPA funded projects on the NED portal.

4.3 Progress to date

The situation described above points out the very significant changes that must occur both within and outside the Fish and Wildlife Program before we can achieve the information sharing goals described in the NPPC Data Center white paper. While much remains to be done, those tasks should be viewed within the context of very substantial progress made over the last two decades. In 1988 data were closely held by all agencies and sometimes required legal action or tedious negotiations before they were shared with others. Suggestions that agencies should develop a set of common principles and practices for data management were strongly resisted.

Today, advances in data handling technology, a greater degree of trust among resource managers, a recognition that they all share similar data management problems, and very limited resources have led agencies to greater cooperation in addressing common data management issues. The CSMEP project brought agencies together to coordinate approaches to a number of persistent monitoring questions. The voluntary creation of PNAMP and NED to share resources and develop common solutions is also a significant step forward.  

4.3.1 Summary of accomplishments to date

Steady progress is being made on many of the problems underlying an effective information sharing approach for the Columbia Basin. This is especially true since the voluntary formation of the PNAMP and NED collaborating groups. In particular, the following accomplishments over the last few years are forming the foundation for significant additional progress over the next several years.

· Converging agreement on regional data needs & priorities – consensus is building around the NOAA-TRT VSP metrics, the High Level Habitat Indicators, and restoration project descriptions as a core set information critical for the region to move forward.
· Useful tools and procedures are available to build from (we likely won’t reinvent the wheel). Many of the logistical problems on how to manage data efficiently and effectively are being addressed by the following efforts.

· EPA Water Quality Exchange

· ISEMP data capture applications

· IDFG Fish and Wildlife Information System

· Commercial software (e.g. Eko System, etc.)

Agencies can evaluate, adopt or modify these tools to fit specific local needs. There is probably no need to develop solutions independently and from the ground up as has been  necessary in the past.

· A draft “Best Practices for Regional Data Collection, Sharing, and Exchange” (NED) document is being developed. This represents a technical consensus on achievable practices and procedures that can be implemented across agencies. The challenge will be to educate and train staff in their application.

· Metadata

· QA/QC procedures

· Data dictionary

· Publishing to the Internet

· Recommendations on data collection protocols (CSMEP and PNAMP) – the CSMEP and  PNAMP groups are developing recommended methods to improve standardization and comparability of field data collection. These efforts are also coordinating with NED and the existing data projects to incorporate sound data management practices as part of data collection efforts.
· Location and temporal data standards – Consistent recording of temporal and spatial data along with field observations allows traditional field observations to use a host of Geographic Information System applications for expanded data analysis and communication with stakeholders.
· NED Portal – As problems are solved at the collection and management levels, Internet portal technology will allow a wide variety of data users to find and examine those data. This ability is crucial for, among other things, developing interdisciplinary collaboration to address complex future issues.
· New data layers (e.g. limiting factors, global warming, subbasin plans, PNW RGIC, population growth) – are continually being developed. Increasingly, they are incorporating regional recommendations for standards that will improve integration and analysis of this information.
· New tools, such as the NED Regional Portal, are being developed to improve data discovery and access.
4.3.2 Lessons learned

With progress has come sometimes painful and frustrating experience. Yet these lessons guide our efforts to move forward. The following conclusions from efforts to date are incorporated into our strategies and recommendations for moving forward.

· Consistent data management practices (not just technology) require policy-level support. The existing systems cannot evolve and incorporate core regional standards without support from relevant policy levels.
· Data have value beyond their initial purpose – The whole IS greater than the sum of the parts. The synergistic benefits from being able to use data in expanded and more integrated analyses and applications adds additional value to all the prior data collection and management efforts.
· Coordinating and planning ahead for data sharing is cheaper, faster, and provides higher quality data than acting after the fact. Information management must always be a proactive endeavor. Some flexibility, for example through a “data placeholder” account, is necessary to react to unexpected activities as they arise.
· Effective information management is an ongoing effort, not an episodic task. A sound data management strategy should be part of core funding considerations during project funding cycles.
· Most of the regional information sharing needs involve summarized, derived, or other analyzed and synthesized data, rather than the original observational data from which the derived metrics are calculated.

· Derived data and analyses created during inter-agency technical projects (orphan data sets) are at particularly high risk of being lost over time, if they are not captured and integrated into the regional network.

· Connecting local data sets to shareable agency or regional databases is the largest gap to improving data sharing. Developing efficient methods to move data from field collection into organized databases will yield the largest initial benefits. Solutions should focus on improving data management at the local level, not simply transcribing these data into standardized regional formats. 
· Effective regional information sharing will require hybrid solutions. A combination of database technology and library technology will be needed to handle information at all levels of the data pyramid (Figure 1). Data management schema may require both distributed and warehouse approaches.
5.0  A Regional Strategy for Moving Forward

5.1 Inter-agency agreements and commitments

Most of the solution depends on adoption of administrative and business arrangements, agreements, and protocols – all of which depend on executive coordination and consent. The pilot target architecture represents an end-to-end approach to data collection, reporting, management (or handling), discovery and sharing and includes: more consistent use of best practices and standards by content groups, (for example within PNAMP) for collection of aquatic data, for systematic attention to data quality throughout data management, for the use of regional-scale tools to making published data discoverable through metadata, and migration towards distributed data base management technologies (e.g. within NED), and the development and use of data sharing agreements and practices to make data available that has either been unavailable at all or unavailable in the time necessary for the expected use.

5.2 Shared principles add SAIC principles and NED white papers (’05)
At the technical level there is substantial agreement on features that should be included for truly effective and efficient solutions to common information sharing problems. Among these are the following principles and concepts.

• Data should be owned and managed “at the source”, where possible, not duplicated by being pulled into a central warehouse or housed redundantly in multiple operational systems. This does not necessarily eliminate the need for NED or other organizations to compile and host some data (e.g., where a particular data collector has bandwidth issues, complex security issues, etc.), but it does minimize this requirement.

• Data will be accessed via a small number of industry-standard interfaces. For our example four standards interfaces from the Open GIS Consortium (OGC) are used: the Web Mapping Service (WMS, map-like views of information), the Web Features Service (WFS, retrieve and update geospatial data), Web Coverage Service (WCS, geospatiial coverages) and the Web Processing Service (WPS, pre-programmed calculations and/or computation models).

• Data will be exchanged using self-describing XML (eXtensible Markup Language) technology. Specifically, all data exchange will be based on a XML dialect defined by an XML Schema. This will include: GML for spatial data, SensorML for sensor data, XACML for security policies (or another XML security infrastructure if XACML fails to maintain support), and other dialects for other types of scientific data.

Principles were also adapted from the national FEA Framework report.
· Standards: Develop and adopt a core set of technology standards. The region should adopt open system standards in which the interrelationships of components are fully defined by interface standards available to the public and maintained by group consensus. An open system architecture is the goal; however, initially only partially open systems will be attained. This principle could lead to use of JAVA and future JAVA-like protocols, which give a high priority to platform independence.

· Data Collection: Minimize the burden on data collectors. Data standardization, including a common vocabulary and data definition, will take time to achieve but is critical. A common organization eliminates redundancy and helps ensures data consistency. To ensure success, business units as well as IT personnel should be involved. Each data element should have a trustee accountable for data quality. 

· Functionality: Take advantage of standardization based on common functions and customers. Agencies should develop or design reusable components or purchase architecture components, recognizing that these items are designed to obtain a particular functionality. Standardization on common functions and customers will help resource managers implement future changes in a timely manner.

· Information Access: The region should develop a diversity of public and private access methods for public information, including multiple access points, the separation of primary or “raw” data from analytical and derived data, and data warehousing/distributed data management system architecture(s). Accessibility involves the ease with which users obtain information. Information access and display must be sufficiently adaptable to a wide range of users and access methods, including formats accessible to those with sensory disabilities.

· Proven Technologies: Select and implement proven market technologies. Systems should be developed based on global data classes and process boundaries. Systems should be decoupled to allow maximum flexibility. Incorporating new or proven technology in a timely manner will help everyone better cope with change.

5.3 A conceptual approach

Pansky NOTE: I think the following paragraphs fairly well describe our collective existing condition, but not where SAIC suggested we should end up.  The NBII program uses similar words, but their meanings are different.  This ends up confusing me when I read the following.  Not sure what the best solution is at this moment.  And the Portal concept seems missing entirely.  Let me know if you’d like me to put more thought into revising/commenting on this section

With hundreds of entities in the Pacific Northwest involved with various portions of resource management, managing data is a daunting task.   Consequently, coordination and collaboration are critical targeted functions of a comprehensive data management strategy that starts by establishing partnerships among Networks (Figure 3).  These partnerships can vary in formality, from requiring binding commitments to simple agreements to collaborate, and are critical for successful data management across the region.  Formal agreements are preferred because they define the responsibilities for management of the information resource.

Networks are defined as a broad collection of organizations, entities, agencies, or Nodes (referred to collectively as “communities of interest”) that share similar roles in the overall data management schema.  Provide examples

Nodes are defined as organizations or agencies for which an agreement has been made that they will serve as the centralized location for different types of information.  Nodes would therefore be required to follow guidelines, standards, and protocols set forth in a shared Framework (described in subsequent sections). Provide examples

The strategy includes three overlapping communities (Networks) in this strategy, and that some groups operate in several communities (Figure 4).  

Each community is described below: 

1) A Data Provider Community, comprised of Data-Generating Nodes (such as a Monitoring Node), and other projects that generate raw data or facilitate providing access to raw data via the Internet; 

2) A Data Systems Community, comprised of Data- and Information-Distribution Nodes, Portals and projects. Groups working within this community provide data, information (derived data, analyses, and reports), as well as information tools and services; and 

3) A Data User Community, comprised of Client Data Users (which are sometimes Nodes, but often projects or individual entities).  

Nodes within the communities use the Internet to facilitate collaboration via information exchange.  Each Node follows appropriate (i.e. Network-specific) components, standards and protocols consistent with the framework. A broad example within the Pacific Northwest of how several Protocols interact and collaborate, including data creation, flow and coordination is illustrated in Figure 5.  

Nodes currently funded by the Fish and Wildlife Program include Fish Passage Center, StreamNet, Northwest Habitat Institute (IBIS), Data Access in Real Time, and the NED Portal.  These nodes would become more connected via the Internet and to other substantial data sharing nodes funded through additional projects, State, Federal and Tribal agencies, and others.  

In a recent analysis of the first annual Status of the Resource report, in which a population abundance indicator was provided (where available) for every focal population identified within the Council’s Subbasin Plans, it was determined that BPA (the Fish and Wildlife Program) directly funds less than 22% of the data required to create the report (Figure 2), and cost shares on another 25% of the data.  Other tribal, state, federal, utilities, and NGOs, not affiliated with the Fish and Wildlife Program provide over 50% of the data necessary for regional fish and wildlife management decision making.      
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Figure 3. Types of Networks: Data Systems, Data Providers, and Data Users. 
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Figure 4.  Networks as communities of interest accessible through the Internet.
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Figure 5.  Example demonstrating how several Nodes interact and collaborate to facilitate data creation, flow and coordination.

5.3.1 Building from the FEA Framework

The FEA framework is a conceptual model to define and document a coordinated structure for cross-cutting businesses and design developments by government and with partners.  The framework can be applied where a structure is needed among multiple State and Federal agencies.  

The FEA Framework can guide the Fish and Wildlife Program, the Council, BPA and partners in building a shared development for common data management processes, interoperability, and information sharing.  This is appropriate, as the FEA Framework is recommended for use whenever Federal business areas and substantial Federal investments are involved with international, State, or local governments. This shared framework allows individual organizations to work their architecture issues within the broader context of the FEA to reap benefits of resource sharing and interoperability.

This goal of greater openness and sharing between today’s natural resource data repositories is shared in the data provider, data user, and data systems communities. The present data networks and nodes have each developed using internally consistent principles and frameworks. However, the individual frameworks have focused on meeting internal agency or program needs and communication across diverse nodes and datasets was not a major consideration in the designs. Consequently, today we are faced with data systems that have difficulty communicating with each other. 

We propose to be guided by the FEA as the organizing framework for moving toward more collaborative regional data efforts (Figure 6). This framework was developed specifically “to promote shared development for common . . . processes, interoperability, and sharing of information among” diverse information systems. Other reasons for organizing efforts with a FEA Framework include:

· The approach is robust and flexible. It was created by some of the leading systems architects in the world. It is unlikely we can do better, locally.

· It can be adapted to individual needs and is nonrestrictive.

· It is, or will be, already being used by federal resource managers as they review and modify their own information management programs.

· The conceptual approach is extensible to state, tribal, and NGO data management efforts.

· It provides a common language to address common problems.

· It integrates both business models and technical models for information management.

· We would not be recreating the wheel - Pacific Northwest natural resource data coordination problems are similar to the problems faced by federal agencies and addressed in the CIOC report.  
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Figure 6.  Federal Enterprise Architecture Framework.

This strategy is an end-to-end approach to data collection, reporting, management (or handling), discovery and sharing and includes: 1) more consistent use of best practices and standards by content groups, (e.g. within PNAMP for collection of aquatic data), 2) for systematic attention to data quality throughout data management, 3) regional scale tools for making published data discoverable through metadata, 4) migration to distributed data base management technologies, and 5) the development and use of data sharing agreements and practices to make data available that has either been unavailable at all or unavailable in a time to be used for needed.

When applying the FEA framework to the Columbia River Basin scale (Level II, Figure 7), the primary data needs support the Northwest Power Act, the Endangered Species Act as it applies to the Federal Columbia River Power System and recovery planning for other anthropogenic influences on fish and wildlife management.  These data consist primarily of population, habitat and project information. 
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Figure 7.   FEA framework applied at the Columbia River Basin scale. 

The strategy recognizes the value of data being collected by others (states, tribes, etc.) that help to support Fish and Wildlife Program implementation and effectiveness efforts including actions required under the various FCRPS Biological Opinions. 

The desired state of regional network data/information for populations, habitats, and human actions is a network of data networks that would provide decision makers, researchers and the public with access to comprehensive data/information they trust. Standardized regional data collection, quality assurance and storage protocols would be implemented and used by all data gathering and processing entities and priority legacy data would be brought into conformance with standard storage schemas. 

Data gathered within any basin by any project on any topic (such as juvenile Spring Chinook out migration), could be included in queries, summary statistics or trend analyses encompassing other basins or projects in a timely and meaningful way. Processed data (information), in the form of interpretive reports would be indexed and easily accessible through search engine functionality. All data and information would be geo-referenced with common parameters to allow spatial analysis and presentation. Metadata and data dictionaries would be complete, concise, available via the web, and inclusive of the regional information spectrum. Most of the forgoing depends on a clear understanding of data content and the adoption and use of data standards/protocols for network participants.

5.3.2 Coordination and cooperation

· Develop core standards and practices that promote inter-agency information sharing while maintaining individual agency flexibility

· Create solutions that add value to the efforts of cooperating partners 

5.3.3 Efficiency

· Share expertise and solutions

· Automate tasks and procedures as practicable to reduce overall work load

5.3.4 Shared goals
· Develop a comprehensive data management strategy to ensure efficient use of fish and wildlife information, research, and monitoring data. 

· Provide long-term support to implement the data management strategy.

· Identify Key components that can improve data-gathering and analysis at various scales.
5.3.5 Work within a common frame of reference

· Use the FEA Framework architecture as a tool to coordinate the expertise, elements, and projects needed to improve information sharing.
· To the extent possible, use Open Source technology and practices to share information

5.3.6 Adopt a common approach

· Use a seven-step process to improve regional information sharing
[image: image8.emf]F&W 

Program & 

Other (Cost 

Share)

25%

F&W 

Program

22%

Other (Fed, 

State, 

Tribe, 

Utilities)

53%


5.3.7 Share responsibility for implementation

· Agencies incorporate Best Practices

· Share technology and applications (pool resources)

· Develop cost-share arrangements

· Test alternative technologies (e.g. PNWWQX, ISEMP< NED Portal, IDFG, etc.)

· Start with small scale pilot and prototype solutions for existing problems and gaps

6.0  Recommendations

Three types of actions are needed in the short term to maintain progress toward more effective information management and sharing needed to manage the Fish and Wildlife Program. First, at a broad scale, resource management agencies and others need to develop a common set of core information management practices and guidelines. These should take advantage of ongoing technological advances and reduce the present cost of converting data from disparate systems into common formats and delivery methods. Second, critical data gaps should be filled. Particularly important is the potential loss of orphan data sets and data that are not organized into database formats. Finally, use incentives to encourage agencies to adopt more effective information management practices. For instance, common data management tools and applications are needed to implement new procedures in a manner that does not significantly increase the workload for data providers. Sharing existing resources (principally staff expertise and time) can also reduce the development and deployment costs for each agency.
The next two years will be used to design and test critical missing pieces and practices to achieve the data system functionality called for by the ISRP and NPCC Data Center concept. While the focus will be on the Columbia Basin, NED will proceed keeping in mind broader geographic data issues. Some uses of this pilot period may only be applicable to the Columbia Basin, they will avoid approaches that may directly conflict with data management needs of participating agencies in their work outside of the Columbia Basin.

6.1 Develop strategies and guidelines to facilitate regional information management and exchange
Standards and/or best practices are being developed, documented and distributed for comment.  A regional dialog is needed to complete development of Best Practices and adopt deployment strategies. Depending on the needs of regional decision-makers these may be made mandatory or voluntary.  All of the standards and best practices should be designed and focused on promoting interoperability and to support the architecture.
The NED should complete its Best Practices recommendations and an implementation strategy and seek policy support. The following issues should be addressed.
· Metadata and metadata tools. Metadata is essential for exchanging, sharing and using data. For distributed architectures they provide the basis for searchable indices of information

· Geographic data guidelines: latitude and longitude, map coordinate datum and map coordinate projection.

· Data management guidelines: for example common calendar/data policy, methods codes, regional data dictionary, common monitoring methods, codes and station names

· Quality assurance and quality control practices: Procedures and consistent approaches to complete quality assurance and quality checking. Users of data must be able to understand the quality of the data

· Documentation guidelines for derived data: Written material that explains how the product was generated and what assumptions were used. Much is maintained in a metadata record however it is important that detailed descriptions of data derivation be maintained.

· System security protocols: It is necessary to define security protocols and chain of custody, for certain shared data sets, for example: who has ability to create, update, delete or edit data files. Users also need to know that the data is backed up and/or mirrored data sets are available.

The following specific actions should be undertaken in FY08-09.

1. NED should host an executive summit to obtain agency commitments to develop common core information management practices

2. NED should complete a draft report for review and potential implementation of its recommendations for Best Practices for Information Management.

3. Coordinate with and publish data from the ISEMP program.
Cost: $6,000 for the executive summit in FY08.

Development of core Best Practices and other NED coordination activities will be accomplished with in-kind cost sharing by the participating entities as described in the NED FY07-09 workplan and in Table 1, below.
6.2 Actions in FY 08-09

These two years will be used to design and test critical missing pieces and practices to achieve the data system functionality called for by the ISRP and NPCC Data Center concept. While the focus will be on the Columbia Basin, NED will proceed keeping in mind broader geographic data issues. Some uses of this pilot period may only be applicable to the Columbia Basin, they will avoid approaches that may directly conflict with data management needs of participating agencies in their work outside of the Columbia Basin.

· Realign existing projects within this framework, 
· Create pilot efforts to address gaps

· Identify the priority data that needs to move from collection to reporting to provide the most cost effective and accurate information to support decision making.  This may include data format, metrics, and general best practices for data collection to support management needs.

6.2.1 Address critical information needs 
The Data Management Workshop sponsored by CBFWA, the SOTR project, NED discussions and other forums have identified critical short term data gaps. These gaps should be addressed by the following actions in FY08-09.
1. The StreamNet project should address salmon abundance and productivity gaps identified by SOTR and CSMEP by
· Maintaining the functionality of the present system

· Reprioritizing data efforts as requested by NED/CBFWA DMFS work group to
· Update and expand SOTR abundance data

· Develop pilot efforts to obtain productivity metrics

· Provide services as needed for the CSMEP project

· Develop a plan to address internal agency data flow bottlenecks
2. The Northwest Habitat Institute should 
· Maintain, update and operate IBIS and other existing data sets 
· Update and refine wildlife basin, ecoprovince, and sub-basin habitat maps, including a hierarchical approach for habitat mapping (coarse-scale to fine-scale).

· Develop wildlife, habitat, and GIS tools and services. Including developing and maintaining map services, a wildlife data collection tool on the Internet, a regional GIS Repository for wildlife and habitat data, and provide GIS support to state agencies and tribal organizations.

· Work with wildlife managers to develop, implement and support new Habitat Assessment protocols to evaluate mitigation and impact sites. 

· Work with wildlife managers to develop a database for support of operational loss assessments (e.g. how operational changes affect wildlife populations and functional relationships) c.f. Scott Soltz (wildlife M&E white paper).

· Work with wildlife managers to develop protocols and procedures to implement basin wide wildlife population monitoring.
· 
Develop a work plan that prioritizes wildlife data support needs in FY08 and FY09.
3. Provide one-time additional funds through StreamNet to capture orphan data from the Hatchery Reform project. - $70,413
4. Identify tribal data management and sharing options and evaluate potential solutions – provide $230,000 per year for FY08-09 through StreamNet. Operational cost for the preferred option would be ongoing beginning in FY10. 
5. Deploy the NED Internet Data Portal - $175,000 annually. 
Cost:  
6.2.2 Use incentives to implement change
There are three ways to provide incentives for implementing new information management practices – increase functionality and value, reducing overall cost of change, and increasing the available resources. 

· Increase value – by providing access to more information; new reporting and decision support tools

· Reduce cost – no single entity bears full cost of developing new practices; local costs are minimized by greater automation of procedures

· Increase resources – through collaborative efforts and shared staff expertise and applications
· Add language to contracts requiring data management practices consistent with the NED Best Practices Guidelines and publishing to the Internet.

Each of the activities listed above and in Table 1 will test ways of incorporating one or more of these types of incentives.
Cost: Costs will be through in-kind contributions of participating agencies or are incorporated into the above described projects. No additional cost in FY08-09.
Table 1. NED/CBFWA recommendations for additional data efforts in FY08-09.

	CATEGORY
	NED

Task #
	FUNDING

PRIORITY
	DESCRIPTION
	COST
	DURATION

	Base Work Plan
	1
	*
	NED coordinator & administrative costs
	 In-kind cost share ($169,000)
	ongoing

	
	4
	1
	Facilitated executive summit 
	$6,000
	1-time

	
	
	
	
	
	

	NED Pilot projects
	10
	4
	Deploy NED Portal: 1.5 FTE

(Channel Steward/data coordinator and Portal Manager)
	$175,000
	ongoing

	
	11
	6
	Distributed DBMS for status, trend, water quality
	$250,000
	1-time

	
	12
	5
	Draft QA/QC practices
	$175,000
	1-time

	
	13
	2
	Capture & integrate Hatchery Reform data
	$70,413
	1-time

	
	14
	**
	Wildlife & habitat data collection tool
	N/A
	See NHI SOW

	
	
	
	
	
	

	Other pilot projects
	15
	3
	Tribal anadromous & resident fish data
	$230,000
	Annually for 2 years

	
	18
	N/A
	Develop Protocol Manager
	In-kind cost share
	

	
	19
	N/A
	Data collection standards (through PNAMP)
	In-kind cost share
	

	
	20
	N/A
	Identify data gaps (with SOTR)
	In-kind cost share
	

	
	21
	N/A
	Integrate FCRPS BiOp data needs
	In-kind cost share
	

	
	
	
	
	
	

	
	
	
	Cost of Priorities 1,2,3,4 in FY08
	$511,000
	


* High priority activity - Cost is assumed to be a cost share provided by NOAA

** High priority activity - Cost is discussed in the NHI SOW and budget options

New Section???

6.3 Actions in FY 10

Pilot projects developed in FY08-09 that prove feasible will be fully deployed in FY2010. Work on other pilot efforts will be adjusted as needed and continue. These efforts will likely require funding levels above the FY08-09 aggregate levels.

Provide an ongoing data placeholder to manage unanticipated data management and capture needs - $200,000 annually

APPENDIX A - GLOSSARY

OGC - Open Geospatial Consortium, Inc.: non-profit, international, voluntary consensus standards organization that is leading the development of standards for geospatial and location based services. Currently there are 275 companies who are members of OGC including: ESRI, Intergraph, Oracle, IBM, …

GML - Geographic Markup Language: XML encoding for the transport and storage of geographic information, including both the geometry and properties of geographic features.

WFS - Web Feature Server: describe data manipulation operations on OGC Simple Features (feature instances) such that servers and clients can “communicate” at the feature level.

WFS Filter - Syntax for forming spatial queries in a WFS transaction.

WMS - Web Map Server: creation and display of registered and superimposed map-like views of information that come simultaneously from multiple sources that are both remote and heterogeneous.

SFS - Simple Feature SQL: specification application programming interfaces (APIs) provide for publishing, storage, access, and simple operations on Simple Features (point, line, polygon, multi-point, etc).

OGC-CS - Catalogue Services specification: defines a common interface that enables diverse but conformant applications to perform discovery, browse and query operations against distributed and potentially heterogeneous catalogue servers. The mregistry/repository can be used to hold:


► XML documents


► XML Schemas (XSD documents)


► UML models (XMI documents)


► Map Service configuration files (AXL, MapServer map files, WMS capabilities documents)


► Coordinate reference System descriptions (CRS documents)


► OGC Styled Layer Descriptor documents (SLD documents)


► Web Service interface descriptions (WSDL documents)

XML - eXtensible Markup Language: a syntax for data transport and a suite of specification for defining interoperability over the Web. Everything on these pages are

part of XML or XML related.

XML Schema - One way of defining the structure of a XML document. Replaces DTD.

GML is a set of XML Schema documents.

SAML - Security Assertion Markup Language: XML-based framework for exchanging security information based on the expression of security in the form of assertions about subjects. These assertions are stated using XACML.

XACML - eXtensible  Access Control Markup Language specification. Access is controlled by defining Access Control Policies in XACML and applying them to registry objects.

SOAP - Simple Object Access Protocol: a lightweight protocol for exchange of information in a decentralized, distributed environment. It is an XML based protocol that consists of three parts: an envelope that defines a framework for describing what is in a message and how to process it, a set of encoding rules for expressing instances of application-defined datatypes, and a convention for representing remote procedure calls and responses.

ebXML - a modular suite of standards for conducting electronic business. An initiative sponsored by the OASIS, a global consortium that drives the development, convergence and adoption of e-business standards.

ebRIM - Registry Information Model: specifies the abstract model for the objects and metadata contained in a ebXML registry.

UDDI - Universal Description, Discovery and Integration: like ebXML, but more restricted in scope than ebXML.

WSDL - Web Services Description Language: an XML-based language for describing Web services and how to access them.

XSLT - eXtensible Stylesheet Language Transformation: a language for transforming

XML documents into other XML documents. Example, you can use FME to transform a

ESRI Shape file into simple GML2 and then use XSLT to transform the data into GML3.

XPath - a language for finding information in an XML document (pointers from one

part of the document to another).

JTS - Topology Suite: a Java library that implements in a robust way the OGC Simple

Feature Specification. Developed in BC and Vivid Solutions is used around the world.

Galdos, Safe Software, and ESRI have all used JTS!

JUMP - Unified Mapping Platform: a Java GUI-based application for viewing and processing spatial data, providing a highly extensible framework for the development and

execution of custom spatial data processing applications.

uDig - Like JUMP but based on IBM’s Eclipse Java framework. Currently supports a GML2 WFS client.

FME - Feature Manipulation Engine: Is used for spatial data interoperability by transforming one format into another.

GeoTools - An open source Java GIS toolkit for developing standards compliant solutions. It provides an implementation of OGC specifications as they are developed.

GeoServer - An open source implementation of a WFS server. Currently limited to

GML2.

MapServer - The most successful open source implementation of a WMS. Very widely

used.

IMF - Internet Mapping Framework: A Java framework for developing Web mapping applications. Supports both OCG open specifications and the ESRI ArcIMS map server.

APPENDIX B: NED Coordinator SOW

NED Work Task: # 1

Northwest Environmental Data Coordinator: 

Position Description and Responsibilities, Needed Skills and Experience, and Cost

1.0 Coordination, Work Group Leadership and Outreach

Provide coordination and Work Group Leadership to the NED Co-Chairs and the NED Steering Committee to support the NED MOU and work plans developed under the MOU.  Responsible to the NED Co-Chairs. 

While the MOU identifies general regional information system objectives, detailed objectives, coordination and outreach, the underlying coordination tasks are as follows:

1.1 Coordinate Monthly Steering Committee Meetings


1.1.1 Develop agenda


1.1.2 Gather meeting materials and coordinate posting to NED web site

            1.1.3 Facilitate monthy meetings – and other meetings as needed

            1.1.4 Write meeting notes

            1.1.5 Follow up on Steering Committee issues

1.2 Coordinate with Co-Chairs as needed

1.2.1 Develop agenda for Co-Chair meetings

1.2.2 Coordinate meetings and follow up with actions as needed

1.3 Technical Support (where Coordinator’s skills are appropriate)


1.3.1 Lead work groups to develop specific NED products.


1.4.1 Complete project management for approved regional information 
system technical tasks.

1.4 Outreach

1.4.1 Maintain and identify needed changes to NED outreach products including handouts, power-points and web-site materials

1.4.2 Provide briefings as provided for in NED work plan or otherwise identified as needed

1.5 Program planning and Evaluation


1.5.1 Develop NED Work plan

            1.5.2 Track responsibility and progress in completing work plan tasks

            1.5.3 Prepare annual and summary reports

            1.5.4 Prepare requests for funding and work proposals

2) Needed Skills and Experience:

2.1 Group collaboration, facilitation and information system development skills and experience to work effectively in a multi-discipline environment with other project and program managers, scientists, information system specialists, and the public – from data management technicians to regional executive.

2.2 Skill and experience in research, preparation and delivery of reports, proposals, project and proposal reviews, needs assessments, policy analysis, meeting records, project plans, memoranda of agreements, cost estimates and statements of work.  

2.3 Skill and experience working cooperatively and collaboratively as a productive team member in internal and external committees and work groups.

3 Estimated Annual Cost

The estimated cost of the coordinator depends on the seniority of the position.  The cost would be $100,320 per year based on a Federal Rate of pay at the Grade 11/Step 7 ($66,300), plus 40% overhead and benefits ($26,520), plus travel at $7,500.  At a grade of GS/11 Step 10 the cost would be $108,080.

APPENDIX C: NED Summit SOW

NED Work Task: # 1 and # 4

Northwest Environmental Data Network: Support for a Facilitated Executive Information Summit 

1.0 Background

IN 2005 and 2006 NED covered facilitation costs for a collaborative effort (with in-kind support from PNAMP and PNW-RGIC) to convene regional data management workshops.  These were well attended.  They endorsed, enriched and added technical detail to the recommendations for regional data management identified in the Science Applications International Corp study. 

This year, following a February meeting of NED, PNAMP and PNW-RGIC Steering Committee members it was decided to collaborate to host an executive summit.  It was agreed that the executive input was now needed to provide clarity and direction on (at least) two important executive topics.  These topics were also consistent with the approved NED work plan elements #1, and #4:   

· Identify and facilitate development and adoption of organizational and administrative arrangements to improve regional data sharing and networking; and, 

· Identify equitable mechanisms and a process for funding regional data network projects.

It was also agreed that the summit would need to be supported with professional facilitation.

2.0 Statement of Work

2.1 Clarify perception of senior mangers on need for data sharing and develop clear statement of approach for further discussion.

2.1.1 Work with existing groups to compile what is being done, what works, challenges, overlaps, and opportunities.

2.1.2 Interview senior managers/deputies to discuss issues and perceptions of needs - and confirm Oct 2 date on Exec calendars (via phone).

2.1.3 Develop draft outline and agenda for next steps to discuss with deputies.

2.1.4 Conduct face-to-face meeting with deputies as necessary to outline approach and potential commitments in prep for Oct 2 - summarize meeting results.

 

 
2.2 Conduct Executive Summit (Oct 2)

    2.2.1 Develop background materials and agenda for the Summit - building on work done by the deputies and other materials. 

    2.2.2 Review materials with deputies and distribute for Executive review prior to the meeting.

    2.2.3 Facilitate and participate in the meeting - focus on outcomes

    2.2.4 Develop notes, list of actions, and outline of next steps and provide to NED Steering Committee and sponsors.

3.0 Cost 

The NWRO of NOAAF is covering the direct facilitation cost of task 2.1 The NED project  is covering the direct facilitation cost of item 2.2,  up to a maximum cost $12,000.  

APPENDIX D: Capture Hatchery Reform Data SOW

1.0 Background 

Periodically inter-agency technical teams are formed to undertake tasks of joint importance and management usefulness. Usually these teams begin by gathering data and other information relevant to their task. This initial information may be added to, manipulated, analyzed, and interpreted before the team produces a report and is disbanded. Subsequent management decisions and actions may be taken based upon these reports. Examples of this type of activity in the Columbia Basin are the Protected Areas Report, the first round of habitat assessments completed in 1990, and the recent subbasin planning exercise. Each of these efforts required a substantial investment of time and money by the participants and the products produced have been used repeatedly by others since their completion.
However, the investments made and the products produced would have been limited value had they not been captured and managed by others. Because these inter-agency efforts are usually ad hoc and of limited duration, there is no regular institutional mechanism for preserving their work. When the team disbands, none of the members are responsible for preserving their work products. In each of these examples an outside entity or project was given the long-term ownership of the work products.
The Hatchery Reform Project is another of these ad hoc technical projects. It will generate a number of new data sets concerning hatchery programs and their potential effects on naturally produced salmon populations. Changes in hatchery practices may result from these analyses and the NPCC is considering using these data sets and analysis as one basis for setting provincial and regional restoration objectives for its Fish and Wildlife Program. Yet there are no provisions for capturing, maintaining and sharing the information created beyond the two year life of the project.

This project would capture the data and other information created by the Hatchery Reform Project, georeference it, reformat and integrate it with related databases created during Subbasin Planning, and archive it in the StreamNet Project for regional access and use.
2.0 Statement of Work 

Objective 1: Obtain data and other information used by the Hatchery Reform Project.

Task 1 – Obtain access to the Managing for Success and Hatchery Scientific Review Group web sites and databases.

Task 2 – Obtain or create documentation for the databases, including database structures, data flow pathways, QA/QC procedures used, and metadata descriptions.

Task 3 – Obtain copies of literature used or created by the project

Objective 2: Integrate data developed by the Hatchery Reform Project with related data used for watershed assessments during subbasin planning.

Task 1 – Develop a common set of fish population and river reach definitions to integrate data sets.

Task 2 – Georeference Hatchery Reform Project data as appropriate for use with GIS tools.

Task 3 – Obtain copies of the models and data analysis tools used, as appropriate.

Objective 3: Make the Hatchery Reform and updated Subbasin Planning watershed assessment data available to regional users

Task 1 – Archive the data and other information obtained on the StreamNet web site.

Task 2 – Work with StreamNet and SOTR staff to design and implement an appropriate user interface.
3.0 Cost
The cost of the project would be $70,413, for 8.5 months of a database manager. The work will be done by CRITFC staff through a supplemental subcontract under the StreamNet Project.
APPENDIX E: Tribal Anadromous and Resident Fish Data SOW

1.0 Background 

The thirteen tribes in the Columbia Basin conduct extensive work to protect, mitigate, and enhance fish and wildlife populations in the Columbia Basin. These projects generate important information on the status and trends of the populations and their habitats. However, the tribes’ natural resource programs usually do not have an established infrastructure to assist them in managing and integrating the information they collect. Thus, it is difficult to assemble and access and is generally not available to regional information sharing efforts. This gap in tribal information management capacity was identified as a critical problem during the CBFWA sponsored Data Workshop.
This project will address the tribal data gap by documenting the tribal data holdings, evaluating and testing several available data management tools, and developing a data management and sharing strategy for each participating tribe. Implementation of these strategies is beyond the scope of this project.
2.0 Statement of Work 

I. Inventory and prioritize tribal anadromous and resident fish data for regional sharing

A. VSP parameters

B. Habitat programs

C. Hatchery/supplementation projects

D. Harvest data

E. Other data

II. Identify existing tribal data management capacity

A. Expertise

B. Processes

C. FTEs

D. Equipment

III. Evaluate tools and procedures for effective local data management and regional sharing of priority data

A. Evaluate existing tools and procedures to manage and share one high priority data type

1. IDFG extranet

2. ISEMP applications

3. EPA water quality exchange tools

4. EKO System commercial software

5. StreamNet

6. DART

B. Identify strengths and weaknesses of each approach relative to tribal programs

IV. Develop recommendations for long term management of tribal anadromous and resident fish-related data

A. Identify data sharing priorities

B. Evaluate the pilot effort

C. Develop a data management framework for each participant

D. Recommendations to fill gaps

1. Data gaps

2. Capacity gaps

E. Implementation schedule

3.0 Cost 

The project would fund 2 full time database analysts for 24 months. One analyst would be supervised by CRITFC to address tribal anadromous fish data management needs and one analyst would by supervised by UCUT to address tribal resident fish data management needs.
The costs would cover personnel time and travel necessary to conduct the project.
This project would be funded by two supplemental subcontracts through the StreamNet Project. The cost would be $230,000 annually for 2 years ($460,000 total).

APPENDIX F: Wildlife and Habitat Data Collection Tool SOW

Northwest Habitat Institute’s 

2008-2009 Statement of Work 

Focus: Addressing Critical Issues in the Council’s Fish and Wildlife Program and Regional Wildlife Data Management in the Pacific Northwest

The Statement of Work presented here is based on identified critical issues from our initial proposal and from additional reviews that have occurred over the past year. In the final review of our proposal, The Independent Scientific Review Panel (ISRP) review stated: “Fundable...Among the database proposals, this is among the best justified” (ISRP review, Aug. 31, 2006);  Mainstem-Systemwide Review Team (MSRT) also found our proposal favorable and fundable and identified the Interactive Habitat and Biodiversity Information System (IBIS) as a “Core Program”.  Both reviews supported a higher funding level than our current interim level. However, interim funding status was assigned with an understanding that the Council will need to decide on the appropriate funding level pending a workshop where all tasks and budgets will be determined.  This 2-day workshop was held September 20-21, 2006 and titled, Data Management Workshop: Identifying Priorities for StreamNet and Northwest Habitat Institute (NHI).  After the workshop, two events occurred: 1) a call for a Strategic Comprehensive Data Management Plan, and 2) development of the Northwest Environmental Data-Network (NED) work plan.  Along with the above reviews, strategy, and work plan there were also several additional reviews by the Columbia Basin Fish and Wildlife’s Members Advisory Group, and the Wildlife Advisory Committee which have lead to identifying critical data issues for the Council’s Fish and Wildlife Program and for regional wildlife/terrestrial data management.

Critical Issues Identified:

1) Operate, update and  maintain IBIS in support of subbasin planning; 2) update and refine wildlife-habitat mapping at basin, ecoprovince, and subbasin levels and tie in high level indicators (HLI) so we can know state/status of the resource;  3) develop wildlife, habitat and GIS tools and services,  especially a) GIS repository to house and catalog spatial data of past and current BPA funded projects b) a tool  to help record spatial and temporal project data, c) map services to enhance and maintain active and current links to the NED portal, 4) implement and updated  Habitat Assessment protocols that are more ecologically based to evaluate mitigation and impact sites, and phase out the Habitat Evaluation Procedures (HEP) approach; 5)   create methodologies to assess operational losses due to hydropower development, 6) monitor  wildlife populations.

Current Funding Level Supports: 

Operate, update and maintain IBIS in support of subbasin planning:

The current interim level goes towards the first identified critical issue cited above.  However, because of continual development needed to keep pace with current technology for enhanced compatibility, additional information, user request, and user access the current level is insufficient.  Hence, NHI is requesting to full support the IBIS program.

Critical  issues not addressed under the current funding include:
Updating and refining wildlife basin, ecoprovince, and subbasin habitat maps: 

The ISRP and Council have on several occasions recommended that priority indicators (HLI’s) are needed to inform future subbasin planning. HLI’s can be mapped and  wildlife habitat mapping is also and identified on-going need for subbasin planning, and was listed as a recommendation and “Customer Priority” for NHI by Data Management Workshop feedback.  A hierarchical approach for habitat mapping proposed also includes HLI’s by are at three levels: 1) coarse-scale mapping of habitat types within the entire Columbia River Basin; 2) finer-scale mapping of habitat types in high-priority areas (identified by CBFWA), such as riparian habitats; and 3) fine-scale site-specific mapping of habitat types, structural conditions and key environmental correlates in high-priority sites (identified by CBFWA and others).  This objective will enable subbasin planners to track changes in habitat types over time.  Further, habitat mapping is a Core Program function for NHI and will serve to expand information for a regional wildlife data repository.  Habitat mapping also addresses several issues in the NED Scope of Work (FY2007), including, obtaining at-risk data, bridging data gaps (also highlighted in CBFWA’s State of the Resources report), and developing data standards.  

Developing wildlife, habitat and GIS tools and services:

Regarding the Role of Databases in Research, Management & Evaluation (RM&E), principle problem statements (as defined in the ISRP 2005 Retrospective Report) address the failure to provide RM&E data to databases.  In principle, all data obtained through public funds should be available to the public and recorded in regional databases.  ISRP recommends that all projects be made available via the program’s database.  Because IBIS is identified by the NPCC, CBFWA, and BPA as a regional database, NHI suggests one way to approach these concerns is to have RM&E projects periodically make uploads to IBIS.  Another alternative, is the development of accessible informational tools and services coupled with regional databases that allow information to be located, recorded, and visualized as part of the RM&E.  This type of an approach is a lynchpin activity linking data acquisition to regional data sets.  Tasks needed in order to reach these goals include: 1) developing and maintaining Map Services (to support the NED Portal project); 2) developing and maintaining a Wildlife Data Collection Tool on the Internet; 3) organizing a regional GIS Repository for Wildlife and Habitat Data (recognized as a need by the Data Management Workshop); and 4) providing GIS Support to State Agencies and Tribal Organizations.  

Develop, implement and support new Habitat Assessment protocols to evaluate mitigation and impact sites:

Habitat Appraisal and Barter (HAB) is a current framework that exists in the Pacific Northwest to establish quantifiable values for the intrinsic worth of a piece of land.  This methodology is currently being reviewed by the ISRP.  The foundation of this approach involves a triad assessment of habitat, species, and functions (which has been developed by NHI), and uses the relationships between this triad to calculate a HAB value.  Initial testing of this methodology in the Willamette Valley, Oregon was done in concert with the Columbia Basin Fish and Wildlife Authority and Oregon Department of Fish and Wildlife.  BPA and others have suggested that the approach could be moved to the entire Columbia River Basin as a tool to help assist in mitigation acquisitions. Existing funding already occurs to support part of this endeavor, so the need is to re-appropriate these funds.  
Working on methodologies to assess operational losses due to hydropower development:

During the 2-day workshop, the need to develop an approach for evaluating operational losses was identified.  Currently, BPA project (#200201100) is beginning to examine how these impacts would be assessed and evaluated.  NHI’s is being asked to become involved with this project and work to develop methodology using the HAB approach that could be used basin wide.

Wildlife population monitoring:

In recent review, A Monitoring and Evaluation Plan for Fish and Wildlife, March 2006, the ISRP has called for an approach to monitor and assess wildlife populations along with their habitats.  For wildlife population monitoring, “the ISRP has continued to urge the Council to prioritize census monitoring to measure the response of target populations to acquisition and management of habitat. More directly counting and estimating the changes in target wildlife species population and determining the specific influence resulting from habitat acquisitions ………. and will require the development of landscape level population estimates.”  NHI has been requested to begin addressing protocols and procedures that could be implemented basin wide to monitor wildlife populations.  The procedures and protocols would be developed so that regional or landscape level estimates could be obtained.
APPENDIX G: Northwest Environmental Data Network Portal Channels and Data Steward Roles and Responsibilities
Version 4 (July 2006)

1.0 Data Channels and Data Steward Roles

The objective of the NED Portal program is to direct scientific and resource management

users of data to a consistent source of environmental geospatial and tabular data with

related metadata.

To achieve this objective, NED has established a data Portal that is intended to function

as a significant source of regional data and related metadata and operate as a harvestable

data resource for the National Geospatial One-Stop system at GeoData.gov.

The Portal’s “Data Categories” will be designed around the

International Organizations for Standards Metadata Standard (ISO 19115) Topic

Categories . These categories will be developed further as necessary to deal with

particular topical or directory needs of Northwest users.

The term ‘Channels’ will be used to refer to both the Portal’s Data Categories and multitheme

featured activities. Both are structured and managed similarly within the Portal.

The channel concept provides both a high level structure for data organization and an

opportunity to involve Channel Stewards. Channel Stewards have particular or detailed

knowledge of the data sharing and exchange needs of particular user communities.

Their job is to develop a community of interest around relevant data sets. A Northwest

example, of a community of interest, are individuals concerned with locating all webenabled

data relating to the monitoring and evaluation of the success of Salmonid

recovery projects. Other communities of interest will include users and providers of

water quality and wildlife habitat information.

While Channel Stewards are not tasked to create metadata records or to ensure the quality

of the data described by the metadata, they have a role in ensuring that metadata records

are sufficiently complete to allow the data to be accessed and understood once it is

posted. For this reason data documents for publishing must include FGDC compliant

metadata records.

Channel Stewards have an additional important role in locating data sets that are of

interest to the channels that they are supporting and working to facilitate the publication

of that data. Facilitation could involve outreach to other data centers where the data is

physically located or direct contact with existing data collectors.

The Channel Steward will function as a leader within their data or application community

who can assess available metadata records within the NED Portal, then select and feature

those data sets that are of most interest to Portal users.

1.1. Channel Steward Selection

Channel Stewards will be recruited on the basis of their knowledge within the thematic

community and their ability to coordinate a community of users and data providers.

1.2. Channel Steward Roles and Responsibilities

The primary role of the Channel Steward is to compile and manage the content of

Channels on the NED Portal site. More specifically, the Channel Steward’s

role includes:

• Complying with the Northwest Environmental Data Network (NED) Portal

Data Sharing Agreement

• Customizing the content of the Channel page(s)

• General maintenance and update of the Channel content.

• Creating and fostering a Channel Community.

• Helping to support the harvesting of NED Data by GOS.

It is the responsibility of the Channel Steward to ensure that data resources featured

within the channel offer value to the community and have been researched sufficiently to

justify featuring. The Channel Steward will providing leadership to the Channel

community and monitor updated and new data resources submitted to the NED Portal so

that resources of value are featured appropriately and channel content remains current.

1.3. Channel Steward Authority

To fulfill these responsibilities the Channel Steward is empowered with specific

operational authorities. While the Channel Steward may choose to solicit input from the

Channel Community, the Steward serves as the final authority on:

• Features, datasets, or other content that appear in the channel for which the

Steward is responsible

• Selection of a team of Channel Contributors to function in an advisory role for

the channel.

• Establishing sub-channels and selecting a team of Sub-Channel Managers to

report directly to the Channel Steward.

The Channel Steward can utilize administration tools within the NED Portal to manage

the channel operational capabilities of Channel Contributors and Sub-Channel Managers.

A login feature within the NED Portal enables the selected Contributors and Sub-channel

managers to register so that they may be authorized with these authorities.

1.4. Channel Steward Assessment

Channel performance will primarily be assessed by the success of the channel.

Successful channels are those with:

• Active Channel Communities

• Frequent access and data downloads

• Frequent changes in the featured products for event-driven channels

• Strong variety of content type (data, events, funding opportunities, etc.)

• Content that represents the full spectrum of the Channel Community

• Content that is current and accurate

• Positive user feedback.

It is expected that feedback comments and general web-monitoring statistics will also

provide some indication of both successful Channels and Channels with performance

problems. Channel Stewards will be provided technical assistance and guidance.

1.5. Layout of a Typical Channel

There are three general types of features within a channel that the Channel Steward can

control a) Navigation links b) data resource featured content within the Channel

homepage, and c) sub-channels featured within the Channel homepage.

The Channel Steward is free to ‘personalize’ the channel content to best reflect the

interest of the Channel Community within the constraints of the NED Portal Channel

Template.

The Portal Template is expected to have the following:

a. Channel Navigation Links

The upper left corner of each channel “home page” has 14 navigation links. Three are

mandatory and form the core navigation links common to all channels.

The mandatory links are:

• Live Data and Maps - resources selected by the Channel Steward, Channel

Contributors, and/or Channel Community as of special interest or value

• About this Channel - description of the channel and examples of data topics

addressed by the Channel

• Help - links to ‘Data Category and Topics Page Help’

There are 11 additional links that are optional:

• Downloadable Data

• Applications

• Other Resources

• Standards (available information on related geospatial or thematic standards)

• Market-Place and Partnerships

• Grants and Funding

• Events/Hot topics/News

• Models and Advanced Applications

• Websites of Interest

• Tools

• Best Practices

Portal channel tools for managing content within these navigation links are provided to

the Channel Stewards. These tools are web-enabled databases that give the Steward the

ability to populate, order, and otherwise control the content, function, and appearance of

the content within the navigation links. The tools are password controlled so that the

Steward (or backup) and/or Sub-Channel Managers can have exclusive access.

b. Channel Featured Content

The heart of each channel home page is the central area where data resources are

featured. The Channel Steward can manage the content of this feature area using a

password controlled suite of web-based screens to complete:

i. Actions that are done once or on rare occasions:

• Create additional topic headings within the predefined channels to help

organize the information within a section (e.g. if there are a lot of websites

referenced in the ‘Websites of Interest’ section they can be organized

under headings such as: Federal Websites, Organization Websites, State

Websites, etc.)

• Create sub-channels as needed

• Create a short introductory description about the channel or sub-channel

• List the keywords that describe the channel or sub-channel

• Create a long description about the channel or sub-channel

ii. Actions that are done routinely:

• Identify existing metadata records within the portal to be featured in the

channel

• Add data or information not in the portal by entering a textual

description and optional URL

• Arrange and sequence the selected records and information into the

predefined channel links (section) described above

In addition, the Channel Steward can use the administrative tools to assign/unassign

nomination privileges to Channel Contributors allowing them to nominate existing

metadata records from the Portal holdings for consideration for featuring on the channel.

Email and other tools should be used as needed to vote on nominated resources, and to do

other peer collaboration functions necessary for sustaining a successful channel peer

community.

c. Sub-Channels

Channel stewards can create a set of sub-channels to further organize channel content and

distribute channel management. This feature is most beneficial to those Channels with

broad subject matter that represents multiple professional interests.

If the Channel Steward determines that sub-channels are needed to support the Channel

Community, the Steward utilizes portal channel tools to establish and entitle the subchannels

and to assign management rights to a Sub-Channel Steward.

Once assigned, the Sub-Channel Steward has access to the full suite of the NED Portal

channel management tools and can customize the featured content of the Sub-Channel

site. The Channel Steward is responsible for managing and supporting Sub-Channel

Stewards by establishing communication with and among the Sub-Channel Stewards and

for setting basic management procedures for Sub-Channel featured content selection and

sub-channel content review and maintenance.

1.6. Strategies for Building Channel Content

NED Channels can serve as a cooperative marketplace for the exchange of data and

information including, but not limited to, the following data resources

• Live maps and applications

• Available data resources such as downloadable data, map images, offline

data, etc.

• Planned data acquisitions and partnership opportunities

• Information resources

• About this page

• Models and advanced applications

• Standards

• Websites of interest

• Tools such as metadata creation tools, theme relevant analysis tools, and

other data tools of interest to the channel’s community of users

• Publications such as newsletters, research studies, and best practices

• Grants and funding

• Meetings and events

• News.

The Portal Catalog is populated with metadata in any of three ways (in order of

preference):

• Automated harvesting of existing geospatial metadata records from registered

collections/clearinghouses

• Upload, by external participants, of their existing metadata to the NED Portal

• Manual creation, by external participants, of metadata using the NED Portal

metadata publication tool.

All of the metadata within the NED Catalog can be browsed, searched, and selected as

resources of special value to be ‘featured’ within the Channel. It is the responsibility of

the Channel Steward to develop the strategy that works best for the Channel Community.

The following strategies for Portal population are suggested for initial consideration and

may be implemented singularly or in a staged approach. However, Channel Stewards are

strongly encouraged to generate individual strategies that best utilize and serve the

Channel Community.

Suggested options include:

• Channel Steward actively solicits the entire channel community to nominate

content using the Administration tools provided

• Channel Steward initiates an independent effort to review the NED Portal

metadata collection and select content.

1.7. Criteria for Adding Featured Resources

Each channel in the NED Portal represents a user community with potentially unique data

requirements. It is up to the Channel Steward to determine the criteria for selecting data

to feature within the channel. At a minimum, all data resources featured within a channel

must:

a. Have metadata that describes the resource as follows:

• FGDC compliant metadata registered in the NED Catalog, or

• If the metadata is not registered or not appropriate to be registered (a web site of

interest with no geospatial data), the Channel Steward can enter a textual

description and a URL using the “External Link” channel tool, or

• If the data resource metadata needs to be added due to an emergency or time

critical event, contact the data owner to have them to enter the metadata or to

request approval for the Channel Steward to enter the metadata using his/her

regular NED Portal publishing account until the new data resource’s owner has

registered as a NED Portal publisher. Once the owner registers, then the metadata

record can be transferred to their account.

b. Be of known/stated reliable quality, preferably with a reliability statement

included in the metadata associated with the data set.

There is no minimum quality required, but the quality of the resource must be understood

by all who use the information for making business decisions based upon them. The

Channel Steward may decide to use additional criteria for featuring data resources in the

channel. These might include elements of uniqueness, interactive capabilities, or

respectability in terms of being considered the quintessential resource for that particular

geospatial information.

One of the goals of the channels is to provide “two clicks to content” access to what the

community has identified as the best content for the category or cross-cutting

application/event. Regardless of the criteria, it must be formalized so that Channel

Contributors as well as end users understand why certain data are featured, while others

are not. It is anticipated that there might be commercial or political pressures put on the

Channel Steward to feature data resources. A clear set of documented criteria will enable

the Steward to make decisions that are reasonable and fair.

1.8. Channel Review and Update

Channel Stewards are expected to regularly review the Channel to ensure that all content

is:

• Applicable to the channel

• Current (especially event notices)

• Operational (especially URLs)

• Complete.

In addition, Channel Stewards are encouraged to regularly update the featured content.

While some resources are considered ‘gold standards’ that users will expect to always

find among the featured content, the Channel Steward is encouraged to seek content that

may be of special interest due to its timeliness (event or season), innovative nature, or

unique character. Special interest resources should change on a regular basis to keep the

content fresh and encourage frequent visits by the Channel community.

1.9. Creating and Fostering Channel Communities

Channel Stewards are encouraged to establish a core team of Channel Contributors to aid

in the development of the Channel and the selection of featured content. Channel

Contributor teams should be of a manageable size (6-12 members) and include

individuals that represent the scope of the Channel topic areas and diverse organizational

types. The Channel Steward is encouraged to compile and circulate contact information

for all Channel Contributors, establish a regular meeting schedule for the Channel

Contributors, and to generate objectives and tasks for the Channel Contributor team.

Once established, the Channel Contributors should perform outreach to encourage

participation in the NED Portal by others in the professional community. If there is strong

interest in the Channel, the Channel Contributors should consider engaging the Channel

Community in numerous activities including:

• Publish information about their own Channel related data and information

resources

• Nominate content to be featured within the Channel

• Report expired content, non-operational URLS, and publishing problems.

Suggested methods for outreach to the Channel Community include:

• Professional listservers

• Direct contact with peers

• Presentations at conferences and events

• Promotion of the Channel Managers role as a NED Channel Steward in your

own organizational outreach materials and web-sites.
APPENDIX H: Distributed DDBMS for Status, Trend, Water Quality SOW

The Need:

There is an important need in the Pacific Northwest to be able to relate water and water quality data and habitat data to fish species that inhabit or use those waters and in particular to species that are listed as threatened or endangered under the ESA.

Some of the PNW waters have been identified by the EPA and others as having water quality limitations for Salmonid species, in particular elevated temperatures, sedimentation of spawning beds, and the presence of chemical and biological pollutants.

To be able to understand and make cost effective management decisions to reduce water quality and other impacts on these species it is necessary to be able to directly relate water quality data to fish population data and habitat data. The efficiency and quality of this type of data integration is greatly aided by the use of distributed data base management system (DDBMS) and related web services technologies. A 2006 regional data workshop, convened by NED and others also recommended the testing and evaluation of this type of technology.

NED has recently deployed a web portal to improve the public’s ability to locate regional data and related information on fish, wildlife & their aquatic and terrestrial habitats. Additional water quality and fish data sets, made available via web services, could help agencies locate these systems and increase the utility of that data.
Current Status

Nearly all regional data sets are currently maintained in user specific data management systems operated by different entities. Some exceptions include: 

· The Pacific Northwest Water Quality Data Exchange (PNWWQDX), which has completed a pilot project for managing water quality data sets in a DDBMS environment and proven the usefulness of the technology.
· Streamnet

· ISEMP

· Washington Department of Ecology’s  EIM Data Base
Despite the above efforts there are no common systems in place across enough entities to allow for effective sharing and analysis of both fish and water quality data across tribal, state, federal and other institutions to provide region wide views – without considerable manual data consolidation.  State data systems providing fish data vary in the extent to which they can currently support a “node client” type system.
What is being proposed is a collaborative state, tribal and federal effort to: 1)make selected fish data sets available via DDBMS technology, 2) link these data sets to currently available water quality data sets from locations such as the PNW-WQX, and 3) establish a  warehouse and analytic tools to provide reports and user queries on these data sets. The pilot level effort would be completed for selected data sets within the Columbia Basin, including some Tribal data sets that are currently not being integrated. 
A prerequisite to success is to develop and expand the use of common exchange formats for fish data. Relevant source data definitions for comparison purposes could include, the StreamNet exchange definitions, data definitions identified by PNAMP and CSMEP and ISEMP. 

The project would provide pilot deployment, testing and evaluation of the practical potential to deploy web service technologies to fish population data collection and dissemination in the Pacific Northwest – to improve regional decision making for regional resource management challenges.
SOW Tasks for Pilot Water/Fish Data Integration:

· Develop a pilot project management structure.

· Identify exchangeable Pacific Northwest fish data sets 

· Develop a regional data dictionary that identifies the fish data that must be exchanged.
· Develop data exchange formats for the fish data within the data dictionary.
· Develop a pilot exchange node for the fish data.
· Improve data warehouses/infrastructure at each of the state F&W agency level in the states of WA, ID, OR and MT such that those HQ offices could operate “node clients” that could feed data to a central repository, such as StreamNet. Similar capabilities would be developed for CRITFIC.

· Develop standard metadata and Web Map and/or Feature Services to link the node clients to the NED Portal.
· Develop a data warehouse capability to routinely import data from the fish data node and the WQX data node, and then provide querry and reporting tools for this data.

· Test operation of the system and fine tune

· Develop ongoing organizational and administrative arrangements for data exchange.

· Training and technical support arrangements.
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� Habitat includes water, air, land and other areas that species occupy


� ISRP Database Review, Report No. 2000-3


� ISRP Preliminary Review of 2007-09 Proposals, Report No. 2006-4


� Science Applications International Corporation, May 2003. Recommendations for a Comprehensive and


Cooperative Columbia River Information System. Report to the North West Power and Conservation


Council.


� ISRP Retrospective Report, Report No. 2005-14


� Data Management in Support of the Fish and Wildlife Program;, Schmidt, B., J. Anderson, B. Butterfield, C. Cooney, and P. Roger.  2002


� Federal Enterprise Architecture Framework.  Version 1.1.  September 1999.  Developed  by the Chief Information Officers Council. � HYPERLINK "http://www.cio.gov/Documents/fedarch1.pdf" ��http://www.cio.gov/Documents/fedarch1.pdf� 





�We need a good editor to go through the entire document for readability, conflicts, missing pieces, formatting, etc. Also create a real TOC that is tied to the headings in the document. I am too close to all this to do an accurate and objective job. Any volunteers or suggestions for such a person?


�I accept your offer, Tom. Go for it. Work with Tom O’Neil as necessary


�Tom O’Neil assignment


�Tom O’Neil assignment


�Stewart: Please provide a transition to this part and turn the bullets into paragraphs through Section 5.3.7


�These5 bullets are in addition to those approved by the CBFWA/DMFS. Is there agreement on these?


�A think a short section is needed to summarize how this set of actions will address the needs discussed in Council’s Data Center concept paper. The intent is to raise their comfort level in supporting the recommendations. I’ll take a whack at this.
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